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Executive Overview 
The AMIS ADF Performance Monitor enables enterprises to maximize the value of ADF applications. Applications 

often contain frustrating blind spots and mysterious, recurring problems that are often difficult to identify, 

diagnose, and fix. With business-critical applications, itôs very important to have a simple and fast way to monitor, 

diagnose, and resolve application problems before they affect revenue. The ADF Performance Monitor is 

specifically designed for measuring, analyzing, tuning, and controlling the performance of Oracle ADF 

applications. It helps enterprises by delivering insight into real end-user experiences. It helps development; QA 

teams and administrators detect, analyze and resolve common and less common issues in response times and 

resource usage of ADF applications. This document gives more information about the architecture, features and 

implementation of the ADF Performance Monitor. For more information please consult AMIS.  

Introduction 
 
Oracle ADF applications and performance 

A good performance is the key to the success of a web application. Oracle ADF applications are no exception to 

this rule. Identifying and diagnosing bottlenecks in Oracle ADF applications can be time intensive, costly and quite 

a challenge. ADF is a powerful, advanced and highly configurable framework that is very performing and scalable 

if the ADF developer chooses the right combination of parameter settings. However, web applications in general 

and ADF applications have many pitfalls that that can be circumvented by choosing the correct performance 

configuration parameter settings. In most cases, unfortunately, the default values are not the most optimal values. 

Frequently even experienced ADF developers cannot pinpoint why an ADF application is slow. In this case 

information of what is happening behind the scenes is very useful in order to get a better understanding of their 

ADF application. 

 
  

http://www.amis.nl/nl-NL/contact-amis


4/23 

 

 

  

ADF Performance Monitor 

The ADF Performance Monitor detects and identifies the causes of performance problems in a production, test 

and development environment. The tool consists of a library that is attached to the ADF application and a 

separate dashboard reporting application. The library collects runtime performance metrics. During the 

development phase issues are reported in Developers console logging. In a test or production environment, 

issues are reported real-time in the dashboard application (Figure 1).  

 

 
Figure 1: Performance metrics are reported in JDeveloper during development (1). In a test or production environment, issues are reported in a 

separate dashboard application (2). 

 

With the ADF Performance Monitor development-, QA- and operation teams can: 

 

¶ Get real-time and historic (today, yesterday, last week/month) overview of the performance. 

¶ Get visibility/insight in real end-user experience 

¶ Get visibility in which layer HTTP request process time is spent. The dashboard shows time spent in 

database, webservice, application server, and network/browser load time 

¶ Get insight in what is happening inside the ADF application and in the ADF framework (what methods, 

operations and queries are executed, when and how often).  

¶ Detect bottlenecks, inefficiencies and typical bad practices during the whole lifecycle of an ADF 

application. With this insight better application-architecture design decisions can be made. 

¶ Make the ADF application more scalable (optimal utilization of infrastructure, hardware and licenses)  

¶ Filter on WebLogic Managed Server, user ID, user session, business transaction, e.g. to troubleshoot 

problems  

¶ Get insight in usage of ADF Business Components memory 

¶ Get insight in errors/exceptions, their type, severity, ADF call stack and their stack traces (both technical 

and functional). And troubleshoot them quickly. 

In Appendix A: Comparison with other tools - a comparison is made with other performance monitoring tools in the 
ADF landscape. 
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Features 
 

The dashboard (Figure 2) gives a 24/7 overview of the performance in a selected time range. It shows real-time 

critical information about the ADF application's performance; are response times within or outside SLA 

boundaries? What is the error rate? What is the health of the JVM? Is immediate action required? The dashboard 

is separated into 4 regions: 

 
1. Summary of real user experience HTTP request response times (top left). Categories: 

o Normal (well within the SLA range) 

o Slow (somewhat outside the SLA range) 

o Very slow (well outside SLA boundaries, considered seriously problematic) 

o Errors/Faults 

2. Details of HTTP response times over time range, default the current day (top right). This chart makes 

visible when load is high (and how high), how the response times (very slow, slow and normal). When 

there is more red (and yellow) colored parts in the bar chart this should be a trigger to drill down to this 

hour for further analysis in order to find the root cause. 

3. Layer where the HTTP request process time is spent (bottom right); time spent in the database, 

webservice, application server, network, and browser (bottom right) 

4. JVM performance metrics (bottom left) 

 
Figure 2: Performance overview in a selected time range (month, week, day, hour, 5 minutes).  

 

Depending on the performance targets or SLA, QA and operation teams can configure how the monitor should 

interpret HTTP request response times. In the menu a time range can be selected (Figure 3) from a 5-minute level 

to a level of a month. To any time range can be drilled down, or rolled up (5-minute, hour, day, week, month), and 

navigate to next or previous time range.  

 
Figure 3: Drill down, roll up, or navigate to the next or previous time range.  
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Errors/Faults 

On the top left in the dashboard main page, the number of errors over the selected time range (Figure 4) is 

shown. Insight in the number, type and severity of errors that happen in a test or production environment is crucial 

to resolve them, and to make a stable ADF application that is less error-prone. Application errors (and their stack 

traces) are often hard to retrieve or take a lot of time to find. Project teams commonly depend on the reports of 

end-users and testers, and they typically do not report all errors or provide insufficient information about them. 

Operational teams do not always have the time to monitor for errors in the WebLogic console or the Enterprise 

Manager or to wade through large log files to manually piece together what happened. The errors are collected by 

the ADF Performance Monitor to address this issue. Development, QA and operational teams can drill down to 

the error messages, their type, severity, and their stack traces to quickly troubleshoot errors and make the 

application more stable. 
 

 
Figure 4: Top 10 Errors/Faults overview by Occurrences. Example of a NullPointerException exception stack trace.  

  



7/23 

 

 

  

HTTP Request and HTTP Response Network Time 

Network time is the time that it takes to send a HTTP request from a browser (http request network time) to the 

application server and from the application server back to the browser (http response network time).  
 

 

 

The ADF Performance Monitor shows for each time range (figure 5, right bottom) the layer where the time is 

spent. It shows the time spent in the database, webservice, application server, network, and browser load time: 

 

 
Figure 5: At the top right graph (minute overview of hour overview performance) we can see a lot of red in the bars. Specifically, in this hour from 

11:00 to 12:00 ï apparently there were many very slow requests. In the graph at the right bottom we can now explain what happened; there were 

big network problems (purple colour at right bottom graph). 

 

 

 
 
 

  


































